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Microstructure-Property Relationships

Khatavkar et al. 2020. Stuckner et al. 2022. 

• Design of structural alloys relies on quantitative understanding 
of microstructure–property relationships.

• Machine learning can be used to accelerate the design process. 
• Quantitative descriptions of microstructures are needed to 

utilize machine learning.
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DinoV2

Oquab et al. 2024.
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Methodology

Peng et al. 2018. Picasso et al. 2008. Zhang et al. 2018.
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Case Study 1 – Young’s modulus from simulations

* Dataset obtained from Cecen et al. 2018.

5900 x 3 slices of simulated microstructures* 
and their corresponding Young’s moduli

Feature aggregation from 2D sections: 
• concatentation 
• mean pooling
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Case Study 1: Results 

Up• The best DinoV2 model is the base model with 17 principal 
components of concatenated (3 · 768) features. 

Parity plot showing the prediction results of the base DinoV2 model. 
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Digital Data vs. Experimental Data

UpThe digital microstructures 
are already binary images.

The experimental microstructures 
are greyscale images, which 
require additional steps for 

calculating two-point correlations.

Khatavkar et al. 2020. 
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Case Study 2 – Hardness from experiments

103 experimental microstructures and their corresponding Vickers Hardness values

Zhang et al. 2018. Bocchini et al. 2017. Yan et al. 2014. Mitchell et al. 2008. Zhong et al. 2013. Hongyu et al. 2010. Mignanelli et al. 2014. Huda 2009. Peng et al. 2018. Barbosa et al. 2005. 
Murr et al. 2013. 
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Case Study 2: Results

• The best DinoV2 model is the small model with 28 principal 
components.

• The two-point correlation function outperformed the best 
DinoV2 small model by 1%.

Parity plot showing the prediction results of the small DinoV2 model. 

testing samples

training samples

*

* As reported in Khatavkar et al. 2020. 
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Summary
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Khatavkar et al. 2020. Stuckner et al. 2022.
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Questions?

Up
Contact Information: 
- Marat Latypov: latmarat@arizona.edu
- Sheila Whitman: sheilaw@arizona.edu 

Come say hi at the poster session #156!



Simulated Dataset – Feature Exploration
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• The two-point correlation function 
prioritize the phase volume fraction

• The principal components of DinoV2 
features are more balance in terms of 
explained variance. 

PCA of DinoV2 PCA of Two-Point Correlation



Experimental Dataset - Feature Exploration
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Analyzing the first two principal components provides insight 
into what DinoV2 features represent. 
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